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Quantum Circuit Generation/Synthesis

B Quantum circuit generation is the process of automatically generating a quantum circuit that implements a desired quantum operation.
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Transformer-Based Quantum Circuit Generation raper: arXivizs01.1695¢ =D AIST

GQE: Generative Quantum Eigensolver [Nakaji+ 2024]

» GQE generates sequences of quantum gates in the same manner as LLMs.
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GQCO: Generative Quantum Combinatorial Optimization aper arivis0L1090. ZAIST
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B GQCO is a context-aware quantum circuit generator powered by an encoder-decoder Transformer.
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Model Architecture
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Encoding with Graph Transformer
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o o P : arXiv:2501.16986
Training Procedure wper ey ZEAIST

Direct Preference Optimization + Negative Log-likelihood (= Contrastive PO) [rafailov+ 2023, Xu+ 2024]

1. Randomly generate coefficients of an Ising Hamiltonian

Loop 2. Generate multiple circuits for the input problem

— increase the probability of generating a good circuit (one with lowest cost)

3. Update the parameters to ...
— decrease the probability of generating the other circuits
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Results and Performance Highlights

Accuracy for new problems
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» GQCO shows nearly perfect performance for problems with up to 10 qubits.
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> GQCO is expected to solve problems much faster than brute force.
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Solving Procedure and Generated Circuits raper: anuis0L16950 SLAIST
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Summary and Future Perspectives ZEAIST

Summary
Decoder

— We develop an input-dependent quantum circuit generator. %

Model architecture: Encoder-decoder Transformer

Training strategy: DPO with randomly generated data

Future work: Scaling up

— We should scale up the circuit size for practical applications.
- Model architecture: domain-guided encoder, optimal gate pool }

Training strategy: Loss function, pre-training, ...

Future work: Applications for other domains

— GQE for ground state search of molecules.
— GQE for quantum machine learning. °
- GQE for ... 1 I
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